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Abstract 

        The technology productivity paradox reflects scholars’ disagreement about the impact of tech 

investment on productivity. Economic regions are not equal, and cluster theory confirms that 

regional clusters of specific industry types fuel growth and innovation. Furthermore, the stages of 

growth theory suggests regions perform differently as they go through different stages. We use U.S. 

regional economic data from Moody’s Analytics to explain the paradox. The results show regions 

with a heavy tech presence are better able to leverage tech investment for regional productivity. 

Furthermore, tech investment impact varies with stages of growth. Our research method enables a 

richer analysis and improved technology productivity paradox understanding. The findings have 

implications for managing regional development policy and strategy and tech investment decisions 

in the U.S. and abroad. 
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1.  Introduction 

The debate on high-tech investment influence on productivity commenced in the early 1990s 

(Brynjolfsson, 1993) and continues today. Some argue technology does not improve productivity 

(Abdi, 2008; Ho et al., 2011; Sabherwal & Jeyaraj, 2015), and others disagree (Huang et al., 2006; 

Kleis et al., 2012; Kossaï & Piget, 2014; Mithas & Rust, 2016). IT investment is important to an 

economy (Cavallo, 2016), has a strong relationship with productivity, and its absence negatively 

affects economies. Regions with technology clusters have a stronger tech presence that serve as a 

catalyst for regional economic performance (Cooke, 2001; Feser et al., 2008). 

The technology productivity paradox debate reflects scholars’ disagreement on tech investment 

impact on productivity. Some believe measurement problems challenge researcher’s ability to isolate 

technology productivity impact (Richard et al., 2009). Others believe the paradox results from 

inappropriate methodological choices, mismanagement by developers and IT users, and overlooking 

its aggregate statistics contribution (Brynjolfsson, 1993; Brynjolfsson & Hitt, 1996). Productivity is 

a measure of performance that includes the economic contribution of technology (Brynjolfsson, 1993). 

Tech investment includes computers, software, and communications equipment (Pakko, 2002) to 

support operations, strategy, or innovation. Its impact is studied in companies (Mithas & Rust, 2016; 

Pakko, 2002), industries (Abdi, 2008), and countries (Indjikian & Siegel, 2005; Spring et al., 2017; 

Vranakis & Chatzoglou, 2011). However, company studies provide more consistent results (Abdi, 

2008; Grant & Yeo, 2018; Sabherwal & Jeyaraj, 2015; Schryen, 2013). This prompts calls for more 

industry-level research (Crowston & Myers, 2004; Piget & Kossaï, 2013). Despite the disagreement 

and debate, the paradox does not deter companies and regions from investing in technology. This 

motivates our decision to employ an innovative approach to tech investment impact on regional U.S. 

productivity using stages of growth (Porter, 2011) and cluster theory (Porter, 1998b) to explain the 

technology paradox. Our findings provide new insights on the technology paradox as a tech 

investment decision tool for managers and regional policymakers.  

The rest of the paper is organized as follows. Section 2 includes a literature review on tech 

investment, the impact of technology, theoretical framework, and research questions. Section 3 

includes the research method, variable operationalization, and research model. Section 4 includes the 

descriptive findings and predictive analysis results. The paper ends with a summary, research 

contributions, managerial and policy implications, limitations, and future research directions. 

2.  Literature Review 

2.1. Technology Investment 

Technology investment includes both hardware and software (Gill et al., 2019) and it is known 

to positively influence performance (Huang et al., 2006; H. Lee et al., 2016; Pakko, 2002; Vranakis 

& Chatzoglou, 2011) such as growth, competitiveness, and operational efficiency (Kwon, 2007). 

There is a positive relationship between tech investment and economic performance of developing 

and developed countries (Indjikian & Siegel, 2005). Nonetheless, there are lingering concerns about 
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tech investment impact (H. Lee et al., 2016; Vranakis & Chatzoglou, 2011). The first is the 

productivity paradox (Brynjolfsson & Hitt, 1998; Richard et al., 2009) and second are results from 

recent studies (Grant & Yeo, 2018; H. Lee et al., 2016; Vranakis & Chatzoglou, 2011). 

Justifying tech investment is challenging (Joshi & Pant, 2008) and hard to quantify 

(Gunasekaran et al., 2001). The first reason is that the impact of tech investment on productivity is 

unclear. Some studies find no impact (Ho et al., 2011; Motiwalla et al., 2005), while others do (Huang 

et al., 2006; Im et al., 2001). The second reason is that studies with different contextual factors, 

research methods, and measures influence the impact of technologies (Grant & Yeo, 2018; Osei-

Bryson & Ko, 2004). The third reason is that measuring tech investment impact is difficult (Joshi & 

Pant, 2008; Richard et al., 2009). This is why Brynjolfsson and Hitt (2003) recommend using more 

accurate tech systems and business practice measures to better represent different aspects of a 

construct. Perfect constructs that capture the complexities of the industry or country impact of tech 

investment are hard to construct. The end results are explanations that are less conclusive. Tech 

investment studies should improve how to better measure relevant constructs, restrict implications 

from them, and understand their strengths and weaknesses. The fourth reason is that tech ROI requires 

professionals to consider contextual factors such as IT-enabled intangible assets, technology 

capability (Huang et al., 2006), and company knowledge (Liu et al., 2014). Contextual factors vary, 

and their impact on firms, industries, and regions changes over time. Grant and Yeo (2018) find that 

technologically advanced global industries benefit less from tech investments. They found evidence 

that human capital is a better predictor of industry performance. Conversely, companies with effective 

tech capabilities perform better (Ramdani, 2012; Santhanam & Hartono, 2003). This suggests the 

presence of technology affects how tech investments are leveraged. Therefore, tech investment 

impact studies should consider technology contexts. 

2.2. Technology Impact 

Development is a form of economic growth (Zheng et al., 2018) which includes productivity, 

the environment, and societal improvement. We view technology as information and communication 

technologies (ICT), an umbrella term for computers, applications, systems, hardware, broadcasting 

technologies, and mobile devices. Other technologies include manufacturing methods, industrial and 

chemical processes, and development methods. The Organisation for Economic Co-operation and 

Development (OECD) posits that technology helps to reduce transaction costs, inventory costs, cycle 

times, improve flexibility, product quality, economic growth, country benefits, efficiency, and 

productivity (Measuring the Impacts of ICT Using Official Statistics, 2008). 

Technology impact on development occurs at the individual, group, and institutional levels 

(Sawyer & Chen, 2003) and influences industry performance (Yeo & Grant, 2018, 2019b). This is 

reflected in sales and profit measures (Botello & Pedraza Avella, 2014), turnover and profitability 

(Koellinger, 2006) and firm profitability (Kossaï & Piget, 2014), among others. Studies have also 

used other macro indicators like productivity and growth (March & Sutton, 1997), employment 
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growth (Baldwin et al., 1995), employee wages (Audretsch et al., 2001), GDP growth, jobs and 

service (World Development Report 2016: Digital Dividends, 2016), trade (Bankole et al., 2015), 

school performance (Marks & Printy, 2003), and others (Lind et al., 2000). Factors that drive 

performance and development include a capable workforce and country infrastructure (Archibugi & 

Coco, 2004; Bankole et al., 2015; Bollou, 2006). In addition, strategic and competitive factors (Kossaï 

& Piget, 2014) also play a role. These may include financial factors such as lending practices 

(Obamuyi et al., 2012), interest rates (Pradhan et al., 2015; World Development Report 2016: Digital 

Dividends, 2016), external financing (Asamoah, 2011; Yeo & Grant, 2019b). This study adopts a 

macro level analysis and focuses on regional economic performance, using real GDP data. 

2.3. Theoretical Framework 

Stages of growth explain the evolutionary behavior of technology, economic, social, and other 

systems (Kucharavy & De Guio, 2011). It was first applied to business in 1974 (Gibson & Nolan, 

1974) to manage technology use (Galliers & Sutherland, 1991) as information systems became more 

complex (Duane & O’Reilly, 2017). It has been widely used to discuss lean implementation (Netland 

& Ferdows, 2016), social media profiles (Duane & O’Reilly, 2017), product life cycles, innovation 

(Schwab & Sala, 2012), end-user computing (Jayasuriya, 1993), information centers (Magal et al., 

1988), technology-based ventures (Kazanjian, 1988), information systems planning (Teo & King, 

1997), and IT portfolio management (Jeffery & Leliveld, 2004).  

The most used version has four stages. However, it has been employed to model regional 

economic productivity as a three-stage model: factor, efficiency, and innovation (Porter, 2011). 

Nonetheless, the three-stage model is similar to the four-stage model. In stage 1 of the four-stage 

model, regional economic activity starts slowly as investments and innovation need time to ramp up 

and their impact manifested. Stage 1 sets the stage for accelerated regional growth in stage 2, the best 

performing stage where returns from investments are realized. Accelerated growth is unsustainable 

and levels off in stage 3 as regions reach their economic plateau. Growth declines in stage 4, requiring 

new investment, innovation, and product development to invigorate new growth (Schwab & Sala, 

2012). These strategies enable companies to reinvigorate growth and maintain their competitive 

advantage. Examples of such strategies are exhibited by Apple and UPS (Shields et al., 2018). 

Cluster theory suggests regions with a heavy concentration of a type of industry are better poised 

to leverage resources and induce growth. A cluster is a geographical concentration of interconnected 

and related organizations and institutions that share a common industry and complement each other 

in their operations. They have a high presence of a specific industry sector (Porter, 1998a). Notable 

U.S. examples are the high-tech cluster in San Jose, CA, and the life sciences cluster in Philadelphia, 

PA. High-tech clusters attract complementary skilled workers by providing more job opportunities 

than low-tech regions (Maskell & Kebir, 2006), increasing the concentration of high-tech activities. 

Clusters are loci of innovation, fundamental to the modern economy (Ferras-Hernandez & Nylund, 

2019; Smorodinskaya & Katukov, 2019). They are necessary for high-tech production (Boldyreva et 
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al., 2020). Therefore, high-tech regions are better able to leverage tech investment and experience 

stronger tech investment impact. 

2.4. Research Questions 

We posit that tech investment impact varies with stages of growth (Grant & Yeo, 2018) and the 

presence of high-tech (i.e., “tech presence”). We advance two research questions. 

RQ 1: How does tech investment affect U.S. regional economic productivity from 1990 to 2016? 

RQ 2: Does tech presence influence tech investment impact on U.S. regional economic 

productivity from 1990 to 2016? 

The answers explain how tech investment influences regional productivity with a different tech 

presence in each stage of growth. They provide alternate explanations for the productivity paradox. 

Lessons learned are applicable to U.S. and international regional productivity and development. 

3.  Research Method 

We used annual time series regional economic data from Moody’s Analytics. The raw data 

include the following variables: high-tech wage, employment, and real GDP by U.S. Metropolitan 

Statistical Areas (MSAs) from 1990 to 2016. The variables provide a context for the stages of growth 

to explain the impact of tech investment on regional productivity. 

States are large geographies with considerable economic variations. For example, in California, 

per capita income in 2018 dollars for Santa Clara County is $52,461, while Merced County is $21,634 

(United States Census Bureau, 2018). At the same time, concentrations of economic activity often 

transcend smaller county boundaries. For example, the Greater Philadelphia region, known for its life 

sciences cluster, comprises counties in Pennsylvania, New Jersey, Delaware, and Maryland (DeVol, 

Yeo, et al., 2009). Metropolitan statistical areas (MSAs) are groups of counties with concentrations 

of economic activity, have and used in regional analyses (DeVol, Yeo, et al., 2009; Wong et al., 2006, 

2007). They capture economic activity better than states and counties, thus reflecting tech investment 

impact better. Therefore, we use the MSA level as a geographical unit for analysis rather than states 

or counties. 

The period of the data used in this research was selected for two historically important economic 

events: first, 1990 was the start of the Internet and e-commerce era, and second, it covers the Great 

Recession from 2007 to 2009. 

3.1. Variable Operationalization 

There are three primary variables in our study: tech investment, real economic productivity, and 

tech presence. Table 1 summarizes the operationalizations. In this section, we elaborate on these 

operationalizations to demonstrate how we computed them from the data. 
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Table 1. Variable Operationalizations 

Variable Operationalization 

Tech investment High tech wage growth from the preceding year by MSA 

Regional economic 

productivity 

Real GDP per worker by MSA by year 

Tech presence Location quotient of the high-tech industry in each MSA by year 

 

Tech investment. Technology generating activities lead to wage differentials, and tech 

investment results in large wage premiums (Tan & Batra, 1997). Increases in high-tech investment 

usually accompany high-tech wage increases because investments require employing technology 

workers who earn a premium compared to non-technology workers (Turcotte & Rennison, 2004). 

Advanced technology investments such as ERP and SCM require highly skilled labor such as system 

administrators, database administrators, data analysts, technical support staff, and programmers to 

use, manage, and maintain. Wages increase highly skilled, productive, and experienced workers who 

cost more (Jain, 2019). Furthermore, blue collar workers in technology intensive firms earn higher 

wages (Betcherman, 1991). Changes in tech investment account for a substantial proportion of rising 

dispersion in wages (Dunne et al., 2004). These findings suggest wage growth can serve as a proxy 

for tech investment.  

Our research objective is to understand how tech investment and not the targets of investment 

(tech products, services, or human capital) affect productivity. The latter cannot be adequately 

addressed due to data limitations. The dataset captures high-tech wage growth increase. Wages and 

productivity are important economic indicators (Jain, 2019). Wage growth, a measure of worker 

productivity in market economies (Bickenbach et al., 2015), is the reward for production. 

Consequently, productivity increases are reflected in higher wage growth because wages follow 

productivity improvements (Jain, 2019).  

High-tech industries are identified by the U.S. Census North American Industry Classification 

System (NAICS) (United States Census Bureau, 2012). We used raw wage disbursement from the 

dataset to compute annual wage growth for high-tech industries from the preceding year to derive 

high-tech wage growth for each MSA. This is computed as the percentage change in wage 

disbursement by MSA from the preceding year and serves as the tech investment proxy for each MSA 

in a specific year (Equation 1). 

Please submit tables as editable text and not as images. Tables can be placed either next to the 

relevant text in the article or in separate page(s) at the end. Please number tables consecutively in 

accordance with their appearance in the text and place any table notes below the table body. Be 
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sparing in the use of tables and ensure that the data presented in them do not duplicate results 

described elsewhere in the article. A table format example appears below. 

            𝐼𝑖,𝑡 = [
∑(𝑊𝑖,𝑡)− ∑(𝑊𝑖,𝑡−1) 

∑(𝑊𝑖,,𝑡−1)
] ∗ 100%                              (1) 

Where 

𝐼𝑖,𝑡 = tech investment in MSA i, and year t. 

𝑊𝑖,𝑡 = wage disbursed per worker in MSA i, in the high-tech industry, in year t. 

𝑊𝑖,𝑡−1 = wage disbursed per worker in MSA i, in the high-tech industry, in year t - 1. 

Regional economic productivity. We compute regional economic productivity for each MSA 

by dividing the real GDP for each region in a specific year by the total number of workers in the 

region of the same year (DeVol, Wong, et al., 2009; Wong et al., 2006). This represents real economic 

output per worker for each MSA. Real GDP instead of nominal adjusts for inflation. Since 

technologies improve efficiencies across different business processes including both high-tech and 

non-high-tech (Goldschlag & Miranda, 2020; Kask & Sieber, 2002; Schreyer, 2000), and both high-

tech and non-high-tech workers use the same technologies, albeit with different leverage, we use the 

total number of workers instead of high-tech workers only, to capture a region’s productivity 

(Equation 2).  

            𝑃𝑖,𝑡 =  
𝑅𝐺𝐷𝑃𝑖,𝑡

𝐸𝑖,𝑡
                                                                    (2) 

Where 

𝑃𝑖,𝑡  = real economic productivity of MSA i, in year t. 

𝑅𝐺𝐷𝑃𝑖,𝑡 = real GDP in MSA i, in year t. 

𝐸𝑖,𝑡  = total number of workers in MSA i, in year t. 

Tech presence. We measured tech presence using location quotients (LQ) that identify industry 

specializations in a geographical region (Pavelkova et al., 2021). We computed an MSA’s tech 

presence using the U.S. tech presence as a benchmark by dividing an MSA’s share of high-tech 

workers to the national share of high-tech workers. High-tech workers are defined as workers in high-

tech industries based on North American Industry Classification System (NAICS) codes (DeVol et 

al., 2016; Yeo, 2010) (Equation 3). The result is a relative concentration of the high-tech industry of 

the MSA. When the LQ of the high-tech industry in an MSA is greater than 1, this MSA’s tech 

presence is stronger than the U.S. average. We define MSAs with a strong tech presence, that is, 

having a high-tech cluster, as those whose LQ is greater than or equal to 1.  

        𝐿𝑄𝑖,𝑗,𝑡 = (
𝑥𝑖,𝑗,𝑡

∑ 𝑥𝑖,𝑡
) / (

1𝑈𝑆,𝑗,𝑡

∑ 𝑥𝑈𝑆,𝑗,𝑡
)                                         (3) 
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Where  

𝐿𝑄𝑖,𝑗,𝑡  = High-tech industry location quotient of MSA i, in the high-tech industry, denoted 

by j, in year t.  

𝑥𝑖,𝑗,𝑡  = Employment in MSA i, in the high-tech industry, denoted by j, in year t. 

∑ 𝑥𝑖,𝑡 = Sum of all employment in MSA i in year t. 

𝑥𝑈𝑆,𝑗,𝑡 = Employment in the US, in the high-tech industry, denoted by j, in year t. 

∑ 𝑥𝑈𝑆,𝑗,𝑡   = Sum of all employment in the US in year t. 

3.2. Research Model 

In this section, we use the variable operationalizations discussed in the preceding section to 

formulate our research model. 

Technology innovation is an endogenous factor in economic production (Romer, 1990) and 

critical to economic growth (European Commission, 2008, p. 200; OECD, 2013). Tech investment is 

necessary for technical innovation. This is why it is included in our predictive model on regional 

performance. We built 26 regression models, one for each year to examine tech investment impact 

on annual productivity. Our research method, which employs 26 regression models in conjunction 

with cluster theory, enables a deeper annual analysis of tech investment impact on regional 

productivity. It enables a deeper understanding of previous studies on both sides of the productivity 

paradox debate. The 26 models produce 26 data points representing non-linear stages of growth.  

The results from 1990-2015 represent stages of regional productivity, enable discussion of 

annual fluctuations in tech investment, and the relationship between tech investment and regional 

productivity. High-tech wage growth and real GDP per worker data are transformed by taking the 

natural log. This is appropriate for impact studies (Ko & Osei-Bryson, 2014) because Cobb-Douglas 

production functions for studying technology and productivity are exponential. They require log 

transformations in linear models (Brynjolfsson & Hitt, 1996; Menon & Lee, 2000).  

Wage growth values were taken from 101 percentage points as the index because annual wage 

growth can be negative or zero. Therefore, a wage growth of 0% will be transformed to 101% to 

avoid the possibility of -100% high-tech wage growth. If this were to happen, we would end up with 

an index of 0 percentage points, and an invalid log score. There is usually a lag between tech 

investment and the technology impact due to periods of learning and adjustment (Brynjolfsson & 

Yang, 1996). Therefore, the resultant impact of technology on economic productivity is assessed in 

the subsequent year. This accounts for endogeneity, where high-tech wage growth, the independent 

variable, and the error term are correlated. For example, the technology investment impact in 2000, 

operationalized by wage growth from the preceding year, is assessed in the corresponding MSA real 

economic productivity in 2001. Figure 1 and Equation 4 illustrate our research model and 
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operationalization. This relationship illustrates how tech investment and tech presence have impacted 

regional productivity over a quarter century. Since regions either have a tech industry cluster or not, 

we define tech presence as a dummy variable. We acknowledge other factors such as natural resources, 

can influence regional economic productivity (Porter, 2011). However, comparative data are not 

available in these denominations for this analysis. Our study focuses on tech investments 

operationalized by high-tech wage growth, reflecting the labor component in Porter’s (2011) work. 

This approach is justified because technological resources impact far outweighs non-technological 

resources impact, such as land (Jorgenson et al., 2000; Oliner & Sichel, 2000). 

 

Figure 1. Research Model 

 

            𝑙𝑛𝑃𝑖,𝑡+1 = 𝛽0 + 𝛽1𝑙𝑛(𝐼 + 101)𝑖,𝑡 + 𝛽1𝑇 + 𝜀𝑖,𝑡                           (4) 

Where  

𝑙𝑛 𝑃𝑖,𝑡+1  = Natural log of real economic productivity (GDP per worker) of MSA i, in 

year t+1. 

ln (𝐼 + 101)𝑖,𝑡 = Natural log of the technology investments using 101 as the index in MSA i, 

in year t. 

𝑇 = Tech presence (dummy variable) 

4.  Findings 

4.1. Descriptive Findings 

Table 2 presents summary statistics (mean and standard deviation) of high-tech annual wage 

growth and real GDP per worker. Standard deviations of the mean high-tech wage annual growth by 

year are high because of unequal regional economics. Some MSAs have higher concentrations of 

high-tech industries. Tech investments, represented by their high-tech annual wage growth, vary 

considerably. 

 

 

 

 



Benjamin Yeo, et al.                                    International Journal of Business and Economics 23 (2024) 087-112 

96 

Table 2. Summary Statistics 

Year High-tech wage annual growth Annual Real GDP per worker 

N = 373 Mean (%) Std Dev Mean ($Ths.) Std Dev 

1990 6.69 6.22 77.21 14.58 

1991 6.02 5.27 78.06 14.47 

1992 6.63 5.22 80.37 14.36 

1993 4.73 4.21 81.19 14.47 

1994 6.78 6.44 82.48 14.84 

1995 3.14 2.72 82.60 15.28 

1996 13.88 12.39 83.86 13.65 

1997 10.03 9.90 85.00 13.85 

1998 10.94 10.31 86.35 13.89 

1999 13.05 12.56 88.34 14.37 

2000 9.51 8.99 89.32 14.11 

2001 0.95 0.99 89.74 14.20 

2002 -3.88 -3.82 92.16 13.99 

2003 0.00 -0.31 94.75 14.03 

2004 5.02 4.37 96.86 14.78 

2005 4.91 4.48 98.07 15.52 

2006 7.63 6.79 98.89 15.50 

2007 5.94 5.88 99.00 15.59 

2008 3.71 3.51 98.82 15.21 

2009 -1.39 -2.23 100.31 16.15 

2010 2.09 2.10 102.83 16.25 

2011 4.52 4.46 102.88 16.01 

2012 4.19 4.40 102.78 16.27 

2013 3.33 2.97 102.51 16.30 

2014 5.22 4.93 102.59 16.92 

2015 5.52 5.72 102.99 17.87 

2016 4.26 3.99 102.50 18.07 
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4.2. Predictive Analysis 

Figure 2 shows a summary of the R2 values plotted as a loess trend line to visualize local trends. 

All 26 regression models were significant (p < 0.001). Since the impact is assessed in the subsequent 

year, the range of years in Figure 3 ends in 2015; hence, the 2015 impact is manifested in 2016. 

Figures 3 and 4 show the coefficients of the natural log of tech wage growth and tech presence plotted 

as loess trendlines. All coefficients were significant (p < 0.001). 

 

Figure 1. Summary of regression R2 Values 

 

Figure 2. Summary of coefficients of tech wage growth  
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Figure 3. Summary of coefficients of tech presence 

Early 1990s. The early 1990s were a period when the dot-com era began. Based on R2 values, 

in 1990, the model predicted only 1.13% of the variance in regional productivity, suggesting the 

presence of other contributing factors. However, this increased steadily, and by 1995, 3.36% of the 

variance was predicted (Figure 2). From 1990 to 1995, the coefficients of tech investment were very 

low and sometimes negative, suggesting businesses did not fully understand how to use the Internet 

to support business objectives (Figure 3). During this period, the profitability of dot-coms was not 

the main concern for investors (Whitefoot, 2017), and the most promising ones were not profitable 

(McCullough, 2018). Incidentally, the coefficients of tech presence show a steady increase from 0.003 

in 1990 to 0.035 in 1995 (Figure 4). This suggests the increasing importance of being a high-tech 

cluster as the dot-com era took shape. This corresponds to stage 1, where tech investments and 

innovation begin to set the stage for accelerated regional growth. 

Late 1990s. In the late 1990s, the years prior to the dot-com era were characterized by 

speculative investments (Smith, 2019) that led to the bubble (Whitefoot, 2017). The internet was a 

complex medium (Whitefoot, 2017), and businesses had unrealistic expectations of it (Smith, 2019). 

Based on R2 values after 1995, the models explained increasing proportions of the variance in 

regional productivity, from 1.54% in 1996 to 4.95% in 2000 (Figure 2). This period marks the height 

of the bullish dot-com era, where the value of equity markets grew exponentially as the technology-

dominated NASDAQ index rose. This trend is exhibited in Figure 3, where the coefficients of tech 

investment increased from 0.111 in 1996 to 0.203 in 2000, albeit with fluctuations. The corresponding 

coefficients for tech presence continued to increase from 0.035 in 1996 to 0.060 in 2000, illustrating 

the continued importance of tech presence (Figure 4). This corresponds to Stage 2, where investment 

and productivity growth increase and tech investments start to have an impact. 
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Post millennium. In 2002, the bubble burst and the U.S. economy entered a bear market, with 

the NASDAQ returning to slightly over $1000 (Whitefoot, 2017), reflecting the decline of the dot-

com era. From 2001 to 2003, the models’ ability to explain regional productivity peaked at 6.97% in 

2002 and declined to 4.18% in 2003 (Figure 2). During this period, the coefficients of tech wage 

growth declined and had a negative impact on regional productivity in 2003 (Figure 3). This is not 

surprising, as the dot-com crash resulted in a loss of confidence in tech investments. However, the 

importance of tech presence continued to increase, with a coefficient of 0.073 in 2003 (Figure 4). 

Even though tech investment impact declined, regions benefited from the output of high-tech 

industries. Businesses faced uncertainties about the impact of high-tech investment but continued to 

invest based on previous economic results. Large tech players like Amazon refocused their strategy 

and posted annual profits of $35 million (Whitefoot, 2017). This illustrates the start of Stage 3, where 

a plateauing of regional productivity growth from tech investments takes place. 

The economy recovered in 2003, bringing revitalized confidence in tech investments. The 

models predict increasing amounts of variance – 6.60%, 6.27%, and 8.08% – in regional productivity 

during the Great Recession from 2007 to 2009, respectively (Figure 2). The uptrend, however, was 

slower than the late 1990s dot-com boom. Tech investment coefficients were positive after 2003 but 

fell to -0.036 in 2009 (Figure 3). Nonetheless, the coefficients of tech presence continued to increase 

until 0.106 in 2009 (Figure 4). Overall, the results indicate a slowing of growth in Stage 3, as tech 

investment impact decreased (Figure 3), but tech presence increased (Figure 4). 

After the Great Recession. From 2010 to 2011, investments grew moderately as the economy 

recovered from the 2007–2009 Great Recession. Both tech investments and their magnitude of impact 

were higher than the preceding recession years but decreased by 2012 (Figure 3), reflecting economic 

skepticism and uncertainty. From 2014 to 2015, high-tech investments plateaued, accompanied by a 

decrease in variance explained (Figure 2). The tech investment impact was negative for several years 

(Figure 3), and the tech presence impact plateaued (Figure 4). These trends illustrate market saturation 

and lack of growth, suggesting a need to jumpstart another growth cycle (i.e., Stage 4) as tech 

investments result in diminishing regional productivity. Stage 4 characteristics signal the point where 

financial and other factors have more impact on productivity than technology (Grant & Yeo, 2018). 

5.  Discussion and Conclusion 

5.1. Summary 

This research employs stages of growth and cluster theory to investigate the impact of tech 

investment and tech presence on U.S. regional productivity from 1990 to 2015. Stage 1 exhibits slow 

productivity growth from tech investments as regions invest in tech infrastructure, spend time 

implementing it, and hire and train skilled labor to leverage technology. Stage 2 exhibits rapid 

productivity from speculative tech investment (Whitefoot, 2017) due to better leveraging of 

technology, increased efficiencies, and the use of best practices. At the peak of the dot-com, 

companies were better equipped to utilize technology, resulting in significant regional economic 
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productivity. Stage 3 exhibits a flattening effect as the technology infrastructure matures, causing 

regional productivity to decline from additional tech investment. This is the effect of diminishing 

productivity where skilled labor (Grant & Yeo, 2018) and financial factors are more impactful than 

technology (Yeo & Grant, 2019b). This motivates regions to take action to move to Stage 4 to start a 

new cycle of growth and innovation to overcome diminishing returns (Sawaguchi, 2011). The dot-

com era was fueled by hyped internet and e-commerce technology (Smith, 2019). Though necessary, 

after the Great Recession, they were no longer the primary drivers of regional productivity, consistent 

with previous industry findings (Grant & Yeo, 2018). 

The stages of growth are consistent with efficiency and innovation (Porter, 2011), which are 

applicable to regional economic performance (Kucharavy & De Guio, 2011). In Stage 1, the reliance 

on factor endowments is similar to the presence of technology. In Stage 2, efficient technology use is 

critical for leveraging technology and strong performance. Stages 3 and 4 are reflected in the 

innovation stage, where tech investment is not the primary driver. Developing new products and 

processes are critical to sustainability (Schwab & Sala, 2012), while non-technical factors are also 

necessary for innovation and regional performance. 

Regarding RQ1, we demonstrate that tech investment impact fluctuates yearly and that positive 

and negative tech investment impact regional economic productivity, sometimes significantly. With 

respect to RQ2, consistent with cluster theory, regions with a strong tech presence are better 

positioned for productivity growth from tech investments. Our findings show positive and negative 

tech investment impacts at different stages of growth. 

5.2. Research Contributions 

This study makes four contributions to the extant tech investment literature regarding the 

technology paradox. First, it fulfils a need for more industry research on tech investment impact on 

productivity (Crowston & Myers, 2004; Sabherwal & Jeyaraj, 2015; Schryen, 2013), and inconsistent 

findings (Schryen, 2013). Second, it provides alternate and plausible technology paradox 

explanations regarding how tech investment impact on U.S. regional productivity varies with Gibson 

and Noland’s (1974) stages of growth and cluster theory (Porter, 2011). Third, the impact of tech 

investment is not straightforward (Brynjolfsson & Hitt, 1998), due in part to measurement challenges 

(Grant & Yeo, 2018; H. Lee et al., 2016; Vranakis & Chatzoglou, 2011). Conventional methods are 

problematic (Hinton & Kaye, 1996), and challenging (Joshi & Pant, 2008), particularly when a single 

regression model is used, making it difficult to quantify (Gunasekaran et al., 2001). Nevertheless, 

using 26 regression models improve the findings, and is more rigorous to a single regression model. 

They enable an annual assessment of tech investment impact on regional productivity that would have 

been challenging. Fourth, the findings and lessons learned inform tech investments decisions with 

management and policy implications. The operationalization of regional economic productivity is a 

composite measure of industry productivity. Firms make up industries and their aggregate 
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performance represents the industry. This allows our findings to be generalized to firms (A. Lee & 

Baskerville, 2003). 

5.3. Managerial and Policy Implications 

It is important for regional managers to recognize stages of growth and tech presence to inform 

decisions on tech investment, the presence of technology, and productivity. The relationship between 

tech investment and productivity is not straightforward. Technology is not the silver bullet to sustain 

economic growth (Zheng et al., 2018), as contexts affect its use and impact (Yeo & Grant, 2018, 

2019b). California’s Silicon Valley and Boston’s Route 128 have contrasting economic performances 

based on different cultural contexts (Saxenian, 1996). In this research, contexts are stages of growth 

and tech presence that represent different economic conditions.  

Between 1990 and 2016, tech investment positively and negatively influenced regional 

economic productivity. This does not imply that technology is immaterial. Rather, each growth stage 

requires different investment and innovation strategies, appropriate skilled labor, managing tech 

investment outcomes, and expectations. Ignoring stages of growth may lead to mismanagement of 

investment resources and stifle economic growth and development. 

5.4. Using Stages of Growth to Inform Technology Investment 

Regional managers and policymakers benefit from being familiar with the stages of growth. 

Technology investments are influenced by each stage of growth that has different outcomes. Each 

stage requires a different management strategy to be effective. Regional managers and policymakers 

should prioritize tech investment based on a region’s stage of growth and adjust policies to the social 

contexts (Akpan, 2003; Mukand & Rodrik, 2002; Yeo & Trauth, 2009).  

In Stage 1, technology is in its infancy. This requires regional managers and policymakers to 

exercise caution in heavily investing when it is unclear how best to utilize investment resources. This 

is consistent with our findings where tech investment had a negative impact because dot-coms during 

the dot-com era relied on hype rather than actual profitability (Whitefoot, 2017), and many crashed. 

For example, applying this to our current context, new technologies like artificial intelligence (AI) 

enjoy strong hype but are in their infancy. Even though AI is poised to be a mainstay of technological 

innovation in the foreseeable future, a region or firm that is beginning to see growth in AI may benefit 

from a more cautious approach to rapid heavy investments.  

Stage 2 exhibits significant productivity gains as technologies are better utilized. This is 

consistent with our findings during the peak of the dot-com era. Productivity gains are often 

accompanied by human capital investments to train and hire skilled workers to exploit technologies. 

Therefore, investment strategies and policies should address the growth of human capital. For 

example, universities and trade schools may be incentivized to recruit, train, and develop new talent 

to fill jobs during Stage 2.  
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In Stage 3, a region’s technology matures. This is coupled with productivity declines as 

diminishing returns set in. Our results show that tech presence continues to be important in driving 

regional economic productivity in this stage. Regional managers and policymakers should be cautious 

about increasing tech investments and recognize the relevance of non-technical factors to drive 

innovation. For example, access to finance can be a driver of industry performance (Yeo & Grant, 

2019b). Leveraging synergies between a region’s mature tech presence and the established financial 

industry can be instrumental in maintaining competitive advantage. 

Finally, growth declines in Stage 4. Innovation becomes key to trigger new growth opportunities 

(Schwab & Sala, 2012). Prior to this stage, regional managers and policymakers should have 

identified opportunities to revitalize regional productivity and growth. These become new targets for 

tech investment. 

5.5. Setting Expectations by Context 

Likewise, each stage of growth comes with different expectations. Tech investment is not a 

magical bullet that triggers economic performance. Regional managers and policymakers should set 

realistic growth expectations by benchmarking regions with similar stages of growth contextual 

factors, such as technology, human capital capabilities, and performance. Appropriate benchmarking 

is necessary for managing tech investment and productivity expectations. Regions have different 

resources, and regional performance varies widely. Leveraging best practices from appropriately 

benchmarked regions helps regional managers and policymakers understand what it takes to grow a 

region. 

Stage 2 exhibits significant productivity gains as technology is better utilized. This is consistent 

with our findings during the peak of the dot-com era. In Stage 3, productivity sharply declines as 

diminishing returns set in as a region’s technology matures, placing emphasis on non-technical factors 

to drive innovation. This is corroborated by our findings and with Grant and Yeo’s (2018) global 

study of industry performance of technological advancement. When technological advancement is 

high, human capital becomes more impactful than tech investment. These types of human capital and 

technologies depend on regional contexts for inherent advantages. For example, regions with strong 

tech presence may rely on information technology investments to spur growth in Stage 2. By the same 

token, heavy manufacturing regions should rely on manufacturing technologies, and pharmaceutical 

regions should focus on healthcare technologies.  

Regardless of the types of technologies, regional managers and policymakers should be wary of 

Stage 4, where there is a need for a new growth. This is because tech investment is no longer the 

primary economic performance driver (Grant & Yeo, 2018). However, this requires innovation, an 

endogenous factor of production (Romer, 1990), which may be unavailable or unaffordable to some 

regions. As our findings show, tech presence continues to play an important role in regional economic 

productivity (Figure 4). Without establishing a strong and mature tech presence, some regions may 

need to rely on other regional resources to spur growth. 
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5.6. Going Beyond Technology Investment 

Finally, low R2 values (Figure 2) suggest tech investment is relevant in explaining a small 

portion of regional performance. However, there are other factors that come into play. Tech 

investment impact can also vary as identical technology may be utilized differently, resulting in 

different outcomes (Yeo & Grant, 2018). Access to finance and lending practices (Yeo & Grant, 

2019b), a skilled workforce (Yeo & Grant, 2019a), management practices (Yeo & Grant, 2018) and 

technology also play important roles and regions possess varying amounts of them. This work 

illustrates stages of growth and tech presence can inform decisions on how much to invest, when to 

invest, targets of investment, and innovation strategy.  

The coefficients of tech investment in each period (Figure 3) suggest the corresponding 

importance of tech investment. They suggest the presence of other factors that trigger economic 

performance. Since tech presence is continuously important (Figure 4), and not every region has an 

equal tech presence, these other factors may differ for different regions. For example, some regions 

may be driven by agriculture rather than high tech industries. Nonetheless, there is technological 

innovation in all industries and regional managers and policymakers should identify factors based on 

each region’s unique context. 

5.7. Limitations and Future Research 

Regarding measurement complexities (Brynjolfsson, 1993; Brynjolfsson & Hitt, 2003), 

technology investments are better measured with decomposed components rather than aggregated. 

Such components are not easily obtainable for every MSA and for the period of this study. 

Nonetheless, the aggregated measure provides an in-depth view of tech investment and relevant 

factors. Future studies can control macroeconomic downturns to enrich the study. 

Even though stages of growth and tech presence explain how contexts influence regions’ tech 

investment impact, each stage is influenced by financial, social, economic, cultural, and political 

contextual factors. Data on these aspects are difficult to obtain, measure, and compute consistently 

by MSA over 26 years. Regions are not equally endowed with the same tech presence and resources. 

Hence, measuring access to natural resources in each region can enrich the analysis. Another measure 

is the degree of how leveraging technology changes the role of tech investment. Comparative data on 

technology spending and use can also further enhance the model. 

This study used high-tech wage growth as the proxy for tech investment, for lack of a better 

measure. We are unable to exclude annual wage increases unrelated to productivity. However, 

increasing tech investment is accompanied by high-tech wage growth. While the literature supports 

its use (Dunne et al., 2004; Tan & Batra, 1997; Turcotte & Rennison, 2004), direct measures of each 

tech investment target can improve the analysis. It is likely tech investment impact on productivity 

and development differ globally for financial, social, economic, cultural, and political reasons. An 

important research question is the type of tech investment to make, (technological vs non-
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technological) and the timing, based on a region’s stage of growth. Internet and mobile investments 

are more beneficial for underdeveloped and developing regions than enterprise systems investments, 

and insufficient funding leads to poorly developed and maintained internet and mobile platforms, 

which negatively affects performance (Yeo & Grant, 2018). Therefore, the ability to separate tech 

investment spending can narrow down how specific tech investments may impact outcomes and 

productivity performance. 
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